How language can help discrimination in the Neural Modeling Fields framework
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Abstract

The relationship between thought and language and, in particular, the issue of whether and how language influences thought is still a matter of fierce debate. Here we consider a discrimination task scenario to study language acquisition in which an agent receives linguistic input from an external teacher, in addition to sensory stimuli from the objects that exemplify the overlapping categories that make up the environment. Sensory and linguistic input signals are fused using the Neural Modeling Fields (NMF) categorization algorithm. We find that the agent with language is capable of differentiating object features that it could not distinguish without language. In this sense, the linguistic stimuli prompt the agent to redefine and refine the discrimination capacity of its sensory channels.
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1. Introduction

In contrast to research on the origin and evolution of language, for which the lack of empirical evidences to support theory prompted the Société Linguistique de Paris to ban papers on the subject in 1866 (see, e.g., Aitchison (1996)), language acquisition has always been considered an area of legitimate scientific investigation. In fact, controlled experiments on language acquisition by children (Bloom, 2000) as well as by non-human primates (Savage-Rumbaugh et al., 1993; Fitch & Hauser, 2004) have set strict constraints to theories in this field. Curiously enough, however, most long standing controversies involving language are connected to language acquisition rather than to language evolution. For instance, the issue of whether acquiring a language is the result of an exclusive human innate language competence, i.e., language is unlearnable (Chomsky, 1972, 1980) or is the result of the use of purely inductive, statistical learning procedures (Saffran et al., 1996; Bates & Elman, 1996; Seidenberg et al., 2002) is still a matter of fierce contention (see Deacon (1997, Ch. 4) for an overview).

Another issue on dispute is the so-called Sapir-Whorf or language determinism hypothesis which asserts that language determines thought, or in a weaker version, that language partially influences thought. The following quote by Ferdinand de Saussure sums up this idea: “Without language, thought is a vague, uncharted nebula. There are no pre-existing ideas, and nothing is distinct before the appearance of language” (Saussure, 1966). This excerpt fits very well the notion that language is primarily a representational system rather than an ability evolved for the sole purpose of communication (Bickerton, 1990). Despite strong criticism from the Establishment (see, e.g., Pinker (1994, Ch. 3)), this powerful idea, which can be traced back to von Humboldt in the nineteenth century, resurges time after time. Its more recent upsurge is the claim that the difficulty of the Pirahã people to recount numbers higher than three may be related to the fact that their language contains three counting words only, namely, one, two and many (Gordon, 2004). (We mention the recent claim that the Pirahã may have no words for numerals at all, but words similar to ‘a few’, ‘some’, and ‘many’ which they use...
to describe quantity.) In support to the weak version of the Sapir-Whorf hypothesis, we mention the possibility of grounding meanings - a typical cognitive task (Harnad, 1990) - using purely linguistic representations (Cangelosi et al., 2002). In general, however, language is viewed as a result of the high cognitive abilities of humans (Pinker, 1994), as well of their complex social organization (Knight, 1998; Fitch, 2004).

To address quantitatively the relationship between language and thought, in this paper we consider a simple artificial scenario in which an agent endowed with the Neural Modeling Fields (NMF) categorization system (Perlovsky, 2001) must discriminate and identify a variety of inputs that compose its environment. This differentiation task is a typical cognitive function which, in principle, can be performed without the aid of language using a variety of unsupervised learning algorithms (Kohonen, 1995; Steels, 1996; Blatt et al., 1997; Fontanari, 2006; Fontanari & Perlovsky, 2006). However, if the input categories are highly overlapping, so that the separation between their means is smaller than the Cramér-Rao bound of each category (see, e.g., Perlovsky (2001, Ch. 9)), then the categorization mechanisms will fail to distinguish the input classes. We show that, in this case, learning from an external teacher symbolic or linguistic representations for members of the categories can be helpful to refine the discrimination ability of the agent. The NMF framework is designed to facilitate the integration (fusion) of inputs of very distinct nature, so this formalism suits very well to study the relationship between language and cognition (Perlovsky, 2004, 2006; Tikhonoff et al., 2006).

In the next section, we describe the environment in which the agent lives as well as the task posed to it. In section 3 we briefly review the NMF formalism within the context of the specific categorization problem addressed in this paper. In section 4 we present the results of the simulation of the NMF dynamic in the case the agent does not receive a linguistic input, and in section 5 we address the more interesting case where an external teacher names the category to which the samples belong. Finally, section 6 summarizes the main conclusions. An abridged version of the present paper was published in Fontanari & Perlovsky (2007).

2. The discrimination task

The agent’s environment contains a certain number of objects sampled from six overlapping categories. The objects are characterized by two features - feature A and feature B - which can be thought of as describing physical properties of the objects (e.g., texture and color). For simplicity, these features are represented by real numbers drawn from Gaussian distributions. Figure 1 displays the particular instance we will consider in this paper. The categories can be identified by assigning the integers 1, . . . , 6 in a one-to-one correspondence with the means of the Gaussians used to generate the samples. For example, the category whose samples are centered at coordinate (0.1, 0.1) is labeled 1, the one centered at (0.2, 0.2) is labeled 2, and so on. The environment is set so that the agent cannot categorize and identify all examples, because of the particularly high overlap between the features that describe the categories 3 and 4 (see Fig. 1). Inspired by the ‘mushroom world’ scenario (Cangelosi, 2001; Parisi & Cangelosi, 2002) we allow the agent to receive from the environment an additional sensory input: a heard linguistic signal. Here, we assume that this signal is produced by an external teacher who has perfect knowledge of the environment. Again, for simplicity, we represent these signals by the integer labels 1, . . . , 6. In practice, this amounts to assume that the teacher utters the word ‘1’ whenever the agent is presented to an example of the category 1, and similarly for the other categories.

Although a more realistic phonological model as well as more realistic descriptions of the category examples (through colored pictures, for instance) could give more ‘credibility’ to our virtual scenario, these complicating factors are peripheral to our primary goal of studying the relationship between language and cognition. Therefore, to avoid diversion by unnecessary complications here we stick to the simplest possible situation in which the inputs are described by real or integer numbers. Explicitly, we model the inputs to the categorization system by the triples \((O_{1i}, O_{1j}, O_{1k})\) where \(i = 1, \ldots, N\) labels the distinct category examples (we set \(N = 600\) in this paper, see Fig. 1). The first two components represent the two physical features - feature A and feature B - of the examples. In particular, we choose \(O_{1e}, e = 1, 2\) as independent random variables drawn from six Gaussian distributions of standard deviation 0.08 and means 0.1 for \(i = 1, \ldots , 100, 0.2\) for \(i = 101, \ldots , 200\), etc. The third component \(O_{13}\) is the linguistic input which takes on the integer values 1, . . . , 6.

Fig. 1. The six sets of 100 examples, represented by the features A and B (e.g., texture and color), of six overlapping categories. The coordinates of each pixel are drawn from Gaussian distributions of means 0.1, 0.2, 0.29, 0.3, 0.4 and 0.5 (large black circles) and standard deviation 0.08. To each example of the first category we associate the label or word 1, which represents the linguistic signal produced by an external teacher. Labels 2 to 6 are similarly assigned to the other categories.
depending on the category of example i (see Fig. 1). To study the case of learning without language we simply need to omit the third component of the input triple.

3. The Neural Modeling Fields formalism

The basic idea behind Neural Modeling Fields is the association between lower-level signals (e.g., inputs) and higher-level concept-models (internal representations) avoiding the combinatorial complexity inherent to such a task. This is achieved by using measures of similarity between concept-models and input signals together with a new type of logic, so-called dynamic logic. We refer the reader to Perlovsky (2001) for a complete presentation of NMF; here we particularize the discussion to the discrimination task presented in the previous section. Accordingly, we define M concept-models or modeling fields through the triples \( (S_{k1}, S_{k2}, S_{k3}) \), \( k = 1, \ldots, M \), where \( S_{ke} \), \( e = 1, 2, 3 \) are real variables which should capture the key features of the input signals. Of course, the nature of the modeling field variables is determined by the representation of the input signals. For example, if the category samples were collections of pixels (i.e., pictures) then we should use a similar representation for the modeling fields. The essential point here is that the number of concepts M should be much smaller than the number of input signals N so that the categorization system is forced to compress the information provided by the environment. In the NMF framework, this compression results in the creation of a few iconic representations (concepts) for the input data. Clearly, for the data depicted in Fig. 1 the simplest iconic representation is the average value of the features that characterize the examples of a given category, i.e., essentially the mean of the distribution used to produce the category samples.

Setting an appropriate value for the number of modeling fields M is crucial to the success of the NMF categorization system. In a previous contribution (Fontanari & Perlovsky, 2006), we have combined the NMF approach with the Akaike Information Criterion (Akaike, 1974) to design a categorization system that infers correctly the true number of categories in an environment similar to that exhibited in Fig. 1, but for the purposes of this paper, any choice of \( M \geq 6 \) is satisfactory.

We begin the derivation of NMF algorithm, i.e., of the equations that govern the dynamics of the modeling fields, by defining a measure for the similarity between input \( i \) and concept \( k \), namely,

\[
l(i | k) = \prod_{e=1}^{d} \left[ 2\pi \sigma_{ke}^2 \right]^{-1/2} \exp \left[ -\frac{(O_{ke} - S_{ke})^2}{2\sigma_{ke}^2} \right]
\]

where, at this stage, the fuzziness \( \sigma_{ke}^2 \) are parameters given \textit{a priori}. As mentioned before, the cases of learning with and without language can be considered simply by setting \( d = 3 \) and \( d = 2 \), respectively. The goal is to find an assignment between concept-models \( k \) and examples \( i \) such that the global similarity

\[
L = \sum_{i=1}^{N} \ln \sum_{k=1}^{M} l(i | k)
\]

is maximized. This can be easily achieved by changing \( S_{ke} \) such that \( dS_{ke}/dt = \partial L/\partial S_{ke} \) since then

\[
\frac{dL}{dt} = \sum_{ke} \frac{\partial L}{\partial S_{ke}} \frac{dS_{ke}}{dt} = \sum_{ke} \left( \frac{\partial L}{\partial S_{ke}} \right)^2 \geq 0
\]

as required. The calculation of \( \partial L/\partial S_{ke} \) is straightforward and yields

\[
\frac{\partial L}{\partial S_{ke}} = \sum_{i=1}^{N} \frac{1}{\sum_{k'=1}^{M} l(i | k')} \frac{\partial l(i | k)}{\partial S_{ke}}.
\]

Using the identity \( \partial y/\partial x = y \partial \ln y/\partial x \) and defining the fuzzy associations as

\[
f(k | i) = \frac{l(i | k)}{\sum_{k'=1}^{M} l(i | k')}
\]

we can immediately write the equations for the modeling fields (Perlovsky, 2001)

\[
\frac{dS_{ke}}{dt} = \sum_{i=1}^{N} f(k | i) \frac{\partial \ln l(i | k)}{\partial S_{ke}}
\]

for \( k = 1, \ldots, M \) and \( e = 1, \ldots, d \). The fuzzy associations (5) play a fundamental role in the interpretation of the NMF dynamics by giving a measure of the correspondence between sample \( i \) and model \( k \) relative to all other models \( k' \). We note that although the features A and B of a category example are independent random variables, the components of a modeling field \( k \) are coupled dynamic variables. Actually, the term \( f(k | i) \) in Eq. (6) couples also different components of modeling fields.

For fixed fuzziness \( \sigma_{ke}^2 \), the dynamics (6) is guaranteed by construction to converge to a maxima of \( L \). However, the fixed point towards which the dynamics evolves is very sensitive to the choice of the (fixed) value of \( \sigma_{ke}^2 \) (Fontanari & Perlovsky, 2005). To get around this difficulty we could maximize the global similarity \( L \) with respect to \( \sigma_{ke}^2 \) as well (Perlovsky, 2001). This procedure works very well in the case the categories are characterized by large standard deviations, such as those illustrated in Fig. 1, but it is somewhat problematic in the case of narrow categories and, even more so, in the case each category is represented by a single example (Fontanari & Perlovsky, 2005). To get around this difficulty we can immediately write the equations for the modeling fields (Perlovsky, 2001)

\[
\frac{dS_{ke}}{dt} = \sum_{i=1}^{N} f(k | i) \frac{\partial \ln l(i | k)}{\partial S_{ke}}
\]

for \( k = 1, \ldots, M \) and \( e = 1, \ldots, d \). The fuzzy associations (5) play a fundamental role in the interpretation of the NMF dynamics by giving a measure of the correspondence between sample \( i \) and model \( k \) relative to all other models \( k' \). We note that although the features A and B of a category example are independent random variables, the components of a modeling field \( k \) are coupled dynamic variables. Actually, the term \( f(k | i) \) in Eq. (6) couples also different components of modeling fields.

For fixed fuzziness \( \sigma_{ke}^2 \), the dynamics (6) is guaranteed by construction to converge to a maxima of \( L \). However, the fixed point towards which the dynamics evolves is very sensitive to the choice of the (fixed) value of \( \sigma_{ke}^2 \) (Fontanari & Perlovsky, 2005). To get around this difficulty we could maximize the global similarity \( L \) with respect to \( \sigma_{ke}^2 \) as well (Perlovsky, 2001). This procedure works very well in the case the categories are characterized by large standard deviations, such as those illustrated in Fig. 1, but it is somewhat problematic in the case of narrow categories and, even more so, in the case each category is represented by a single example (Fontanari & Perlovsky, 2005). In fact, the difficulty is that \( \sigma_{ke}^2 \) can become too small, leading to a numerical instability in the evaluation of the partial similarities Eq. (1). An alternative scheme for changing the values of the fuzziness on the fly, i.e., simultaneously with the change of the modeling fields, is the following prescription (Fontanari & Perlovsky, 2005, 2006)

\[
\sigma_{ke}^2(t) = \sigma_{ke}^2 + b_{ke} \exp(-\alpha_{ke} t)
\]
where \( \alpha_k, a_{k_e}, \) and \( b_{k_e} \) are time-independent control parameters. As a guideline for setting the values of these parameters, we note that \( b_{k_e} \) must be chosen large enough such that, at the beginning, all category examples can be described by all modeling fields, whereas the baseline resolution \( a_{k_e} \) must be small enough such that, at the end, a given modeling field will describe a single category. However, as pointed out before \( a_{k_e} \) should not be set to a too small value to avoid numerical instabilities in the calculation of the partial similarities defined by Eq. (1). The results of the next section will illustrate the main ideas involved in the numerical evaluation of equations (6) and (7).

A word is in order about the connection between the NMF framework and neural networks, before we embark on the numerical analysis of the modeling field dynamics. A NMF neural architecture was described in Perlovsky (2001), which combines architecture with models of objects or category examples. Essentially, input neurons or bottom-up signals encode the feature values of the category examples \( O_{ie} \), and top-down or priming signal-fields to these neurons are generated by the modeling fields \( S_{ke} \). Interaction between bottom-up and top-down signals is determined by the neural weights \( f(k \mid i) \) that associate signals and models. As described before, these weights are functions of the fields \( S_{ke} \), which in turn are dynamically adjusted so as to maximize the overall similarity between category examples and models. This formulation sets NMF apart from many other neural networks. There is, on the other hand, a certain formal similarity between the NMF approach and the Hopfield-Tank neural network approach to tackle optimization problems (Hopfield & Tank, 1985). This becomes apparent when one recognizes that the nature of perceptual problems dealt with here is similar to that of other optimization problems. In fact, in both systems it is the time evolution of analog neurons that drives the neural configuration to a maximum of the cost function (the global similarity \( L \) in our case). Moreover, the quality of the solutions found by the neural network is greatly improved by annealing the analog gain parameter (Vandenbout & Miller, 1989) in a similar manner as the slow decrease of the fuzziness according to Eq. (7) leads ultimately to perfect categorization. In addition, the competition between different concept-model to match the category examples is reminiscent of the dynamics of unsupervised learning algorithms and, in particular, of self-organizing maps (Kohonen, 1995).

4. Agent without language

The choice of the particular environment depicted in Fig. 1 is motivated by the inability of the agent to distinguish between all six categories into which the 600 examples are organized. The difficulty, of course, is to distinguish between the two sets of examples centered at the coordinates \((0.29, 0.29)\) and \((0.3, 0.3)\), which are labeled 3 and 4, respectively, by the external teacher. Figure 2 illustrates the time dependence of the first components of the modeling fields \( S_{ke}, k = 1, \ldots, 6 \) obtained by solving the set of ordinary differential equations (6) using the Euler method with the step size \( h = 10^{-6} \). Since the second components \( S_{ke} \) are essentially equivalent to the first ones, they exhibit a very similar time dependence and so will not be considered here. The third component is fixed to zero, since in this case the agent has no access to the extra linguistic input produced by the external teacher. The parameters that control the slow decrease of the fuzziness (7) are \( a_{k_e} = 0.1, b_{k_e} = 1.5 \) and \( \alpha_c = 2 \times 10^{-4} \) for \( k = 1, \ldots, 6 \) and \( e = 1, 2 \). This parameter setting implies that the fuzziness is independent of the model and component labels, i.e., \( \sigma_{k_c}^2 = \sigma^2 \). The initial values of the components of the modeling fields are chosen randomly from the uniform distribution in \((0, 1)\), which leads to an arbitrary assignment between models and categories. In particular, category 1 is (iconically) represented by model \( k = 4 \), category 2 by model \( k = 6 \), category 5 by model \( k = 3 \), category 6 by model \( k = 2 \), whereas categories 3 and 4 are clamped by models \( k = 1 \) and \( k = 5 \) (see Fig. 2).

The point of Fig. 2 is to stress the rather expected failure of most categorization methods to distinguish highly overlapping categories. In fact, the agent was able to identify four of the six overlapping categories displayed in Fig. 1 and, in addition, it succeeded in discriminating categories 3 and 4 from the remaining ones. Inspection of this figure reveals some interesting features of the categorization procedure. After an initial transient stage, the algorithm reaches a regime where all examples are classified into a single category, which corresponds to the homogeneous solution \( S_{ke} = S_c = \sum_i O_{ie} / N \) for all \( k \). Then the input space is divided into two sectors, depending whether the example features are greater or smaller than \( S_c \). This pattern is reminiscent of that displayed by the Super Paramagnetic Clustering algorithm in which the clusters (categories) are
formed following a similar hierarchy as the temperature of a system of Potts spins is slowly lowered (Blatt et al., 1997).

In Fig. 3 we illustrate the time dependence of the global similarity density, $L/N$, as well as of the fuzziness $\sigma^2$ for the same run shown in Fig. 2. The relevant feature here is that the modeling field dynamics (6) increases the global similarity despite the fact that the fuzziness $\sigma^2_{k} = \sigma^2$ decreases steadily with increasing time. We note that the time dependence of $\sigma^2$ exhibited in Fig. 3, analogously to the arbitrary cooling schedule of Simulated Annealing (Kirkpatrick et al., 1983), is not affected by the dynamics of the modeling fields.

Although the stationary values of the modeling fields are an important outcome of the NMF framework, since they are interpreted as the iconic, internal representations created by the agent to make sense of its environment, the fuzzy association variables $f(k \mid i)$ are the most relevant quantities as far as the categorization problem is concerned. In fact, $f(k \mid i)$ yields the degree of confidence with which model $k$ describes a particular sample $i$. Figure 4 illustrates the results for the cleanest case of models $k = 4$ and $k = 2$, which are associated to the more definite categories 1 ($i = 1, \ldots, 100$) and 6 ($i = 501, \ldots, 600$). These results show that the ill-definiteness of the categorization problem illustrated in Fig. 1 is reflected on the fuzzy association variables rather than on the modeling field variables. In fact, samples of the neighbor categories 2 ($i = 101, \ldots, 200$) and 5 ($i = 401, \ldots, 500$), which have large deviations from the means, are “wrongly” associated to models $k = 4$ and $k = 2$. To quantify this effect, we determine the model $k$ for which $f(k \mid i)$ is maximum for each sample $i$, and then compare this prediction with the correspondence between models and categories displayed in Fig. 2. For example, a perfect (but unrealizable, unless the agent receives additional non-fuzzy information regarding the class membership of each sample; see Sect. 5) model should predict that $k = 4$ maximizes $f(k \mid i)$ for $i = 1, \ldots, 100$. In our framework we find that 83% of the samples of category 1 were correctly assigned to model $k = 4$, 56% of category 2 to model $k = 6$, 57% of category 3 to model $k = 5$, 64% of category 4 to model $k = 1$, 59% of category 5 to model $k = 3$, and 81% of category 6 to model $k = 2$. Random guessing would yield a success rate of 17% in any case.

5. Agent with language

To study the situation in which the agent receives an additional (linguistic) input associated to each category sample, we just have to turn on the third component $S_{kc}$ of the modeling fields. As already mentioned in Sect. 2, this setting is motivated by the “mushroom world” scenario (Cangelosi, 2001; Parisi & Cangelosi, 2002) where there is an external teacher who utters the word $O_{i3}$ whenever the agent observes the physical input $(O_{i1}, O_{i2})$. Of course, the teacher utters the same word for all examples belonging to a same category and so $O_{i3}$ takes on only six different values (i.e., there are only six different words). To stress the fact that the nature of these signals (i.e., the words) is completely distinct from that of the physical inputs, we assign the integer values 1, . . . , 6 to the linguistic component of the input. These integers are the category labels presented in the caption of Fig. 1.

In the computational experiments reported in this section, we keep the same setting of control parameters that determine the evolution of the modeling fields associated to the physical inputs, including their initial values, used in the previous section. The control parameters for the linguistic component are setting as follows: $a_{k3} = 0.1$, $b_{k3} = 2.5$ for all $k$, and $\alpha_3 = 5 \times 10^{-5}$. The reason for the larger value of $b_{k3}$, as compared with the values of $b_{k1}$ and $b_{k2}$, is that the separation between the target words $O_{k3}$ are much greater than the distances between the means of the Gaussians used to generate the category examples in Fig. 1. We recall that the successful convergence of the NMF scheme
requires that one starts with large fuzziness values to guarantee that at the outset all models have a nonzero similarity with all input data. In addition, the small magnitude of \( \alpha_3 \) as compared with \( \alpha_1 \) and \( \alpha_2 \) emphasizes the need for different cooling schedules for assimilation of inputs of distinct nature. We set the initial values of the components \( S_{k3} \) to zero so that at the beginning the linguistic components will have little effect on the dynamics of the other physical components.

Figures 5 and 6 illustrate the time evolution of the modeling field component \( S_{k3} \) associated to the linguistic input, and of the component \( S_{k1} \) associated to the physical feature A, respectively. As before, the component associated to feature B exhibits a similar time dependence to that shown in Fig. 6. The first point to be noted is that, despite the initial values the modeling fields being the same as in the case the linguistic input is blocked, the resulting assignment between the model labels \( k \) and the categories is different in the experiments summarized in Figs. 2 and 6. This assignment is very sensitive to fluctuations – the splitting of the homogenous solution shown in Fig. 2 is reminiscent of the spontaneous symmetry breaking of critical phenomena in statistical mechanics (Pathria, 1972) – and so it is expected that the presence of the extra, third component would alter that assignment.

Despite the complete lack of overlap between the distinct words used to label the categories, the matching between the linguistic inputs and the associate component of the modeling fields is difficult due to the influence of the two physical components, as shown in Figs. 5 and 6. However, as soon as the word models are differentiated, which happens at \( t \approx 0.068 \), categories 3 and 4 are disentangled, as illustrated in the figures. This is a remarkable finding: the extra information carried by the linguistic component allowed the agent to create distinct iconic representations for the category examples. In other words, the knowledge that categories 3 and 4 are distinct, which was obtained thanks to the linguistic input, allowed the agent to redefine and refine its expectations about features A and B. This result is a direct consequence of the particular manner that NMF handles linguistic and physical inputs. A phrase by Kerényi (1996) neatly summarizes our finding: “The interdependence of thought and speech makes it clear that languages are not so much a means of expressing truth that has already been established, but are a means of discovering truth that was previously unknown.”

We note that the extra linguistic input associated to each category sample makes the categorization problem trivial, since now there is a unique assignment of each sample to the category labels, which is given by the linguistic input. In fact, the fuzzy association variables \( f(k \mid i) \) at the stationary regime takes on the values 1 or 0 depending on whether the sample \( i \) belongs or not to the category represented by the concept label \( k \) (see caption of Fig. 5 for the assignment of the labels \( k \) to the categories). For example \( f(3 \mid i) = 1 \) for \( i = 501, \ldots, 600 \) and 0 otherwise. Of course, the point of introducing the linguistic input was to verify its influence on the ability of the agent to discriminate the other physical inputs, and so to address the Sapir-Whorf hypothesis within the restricted domain of the NMF unsupervised learning procedure.

To conclude this analysis, now we address the question of whether the agent would create fictitious distinctions between physically identical objects given that the external teacher assigns different names to them. In the experiment we devise to address this issue, the agent is exposed to samples of two categories described by two physical features \( O_{j,e} \), \( e = 1, 2 \), and a linguistic signal \( O_{k,3} \), as before. Samples \( i = 1, \ldots, 100 \) correspond to category 1, whereas samples \( i = 101, \ldots, 200 \) to category 2. The key ingredient of this experiment is that both categories are characterized by the same physical features, i.e., \( O_{j,e} = O_{j+100,e}, e = 1, 2 \), but different names, \( O_{j,3} = 1 \) and \( O_{j+100,3} = 2 \) with \( j = 1, \ldots, 100 \). The physical inputs \( O_{j,1} \) and \( O_{j,2} \) are sampled from a Gaussian of mean 0.4 and standard deviation 0.08. The parameters that control the fuzziness reduction schedule are the same as those used in the previous experiment.
The results are summarized in Fig. 7: although the agent eventually learns the category names (or category labels) it does not create distinct representations for the physical features. This result is reassuring because it shows that the refinement of the discrimination capability of the physical sensors is not a general consequence of the fact that the teacher provides names to the categories.

6. Conclusion

We have reported a computational experiment in which the addition of language, or more precisely of a linguistic signal, affects the manner that an agent processes its other sensory inputs. Remarkably, the agent with language is capable of differentiating sensory inputs that it could not distinguish without language. The crucial role played by the linguistic signal in our experiment contrasts with a milder claim that language enhances performance only if the agent has already evolved an ability to respond appropriately to the visually perceived objects without language (Parisi & Cangelosi, 2002).

What distinguishes linguistic signals (e.g., word sounds) from other stimuli is the fact that the agent experiences the sounds in concomitance with non-linguistic experience. Of course, it is difficult to distinguish a linguistic input from a non-linguistic one, since ultimately linguistic signals are perceived through physical sensors (e.g., the ears in case of speech) as well. In fact, in case of humans this distinction is probably made by some innate mechanism which allows the hearer to recognize the intention of the speaker to transmit some information – essentially the agents must be endowed with a Theory of Mind (Bloom, 2000). In our scenario we avoid these complications, and define the linguistic input as a persistent signal associated to members of a same category. This naive view that learning category names is achieved through naming members of a category is certainly not correct – naming a single instance of a category is sufficient for children (and even apes) to realize that the name applies to the category, rather than to the observed example. However, since such high-level innate cognitive abilities cannot be taken for granted in the study of language acquisition by robots or virtual agents, the “learning by examples” approach adopted in this paper seems to be the only viable alternative. Finally, we note that the fact the linguistic signal must be expressed through some physical media is nicely accounted by the NMF approach in which all input are processed (and fused) in equal terms.
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Fig. 7. Evolution of the modeling fields associated to feature A, $S_{11}$ and $S_{21}$, and to the linguistic input, $S_{13}$ and $S_{23}$, in the case the teacher assign different names to the same category.


